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Improving the efficiency of real-time monitoring systems based on forecasting
models

T.R. Nurmukhamedov®2, Sh.l. Yuldashev2®b, O.Z. Koraboshev3®¢
Tashkent state transport university, Tashkent, Uzbekistan
2Tashkent University of Applied Sciences, Tashkent, Uzbekistan
SResearch Institute for the Development of Digital Technologies and Artificial Intelligence, Tashkent, Uzbekistan

Abstract: This article examines ways to enhance the efficiency of real-time monitoring systems using forecasting
models. Modern monitoring systems require the analysis of constantly changing data. Therefore, it is
necessary to apply advanced algorithms for data prediction and qualitative analysis. Today, effective
control of technological processes, industrial equipment, information systems, or service platforms
directly depends on the reliability of monitoring systems. This study analyzes factors such as problems
arising in real-time monitoring systems, delays in data flow processing, accuracy, and stability. The
results of the analysis demonstrate that the use of modern machine learning and artificial intelligence-
based prediction algorithms leads to significant improvements in the accuracy, reliability, and
responsiveness of monitoring systems.

optimization, time series, stationarity check, autocorrelation, variance, adequacy, linear regression,
decision tree, random forest, gradient boosting, neural networks
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Bashoratlash modellari asosida real vaqt rejimida monitoring tizimlarining
samaradorligini oshirish

Nurmuxamedov T.R.192, Yuldashev Sh.1.25°, Qoraboshev O.Z.30°

Toshkent davlat transport universiteti, Toshkent, O‘zbekiston
2Toshkent amaliy fanlar universiteti, Toshkent, O‘zbekiston
SRagamli texnologiyalar va sun’iy intellektni rivojlantirish ilmiy-tadgigot instituti, Toshkent, O‘zbekiston

Ushbu magolada bashoratlash modellari yordamida real vaqt rejimida monitoring tizimlarining
samaradorligini oshirish masalalari o‘rganiladi. Zamonaviy monitoring tizimlari doimiy ravishda
o‘zgaruvchi ma’lumotlarni tahlil qilishni talab qiladi. Shuning uchun, ma’lumotlarni bashoratlash va
ularga sifatli tahlil berish uchun ilg‘or algoritmlarni qo‘llash zarur. Bugungi kunda texnologik
jarayonlarni, sanoat uskunalarini, axborot tizimlarini yoki xizmat ko‘rsatish platformalarini samarali
nazorat gilish monitoring tizimlarining ishonchliligiga bevosita bog‘liqdir. Mazkur tadqiqotda real vaqtli
monitoring tizimlarida yuzaga keladigan muammolar, ma’lumotlar oqimini qayta ishlashdagi
kechikishlar, aniglik va bargarorlik kabi omillar tahlil gilingan. Tahlil natijalari shuni ko‘rsatadiki,
zamonaviy mashina o‘rganish va sun’iy intellektga asoslangan bashoratlash algoritmlaridan foydalanish
monitoring tizimlarining anigligi, ishonchliligi hamda tezkorligi jihatidan sezilarli yutuglarga olib keladi.
Tadgiqot natijalariga asoslanib, real vagt rejimidagi monitoring tizimlarini takomillashtirish uchun
bashoratlash modellari tanlovi va ularni optimal sozlash muhim ahamiyat kasb etishi aniglangan.

Annotatsiya:

Zamonaviy axborot texnologiyalari taraqgiyoti turli
sohalarda real vaqt rejimida ma’lumotlarni kuzatish, tahlil
qgilish va ularga tezkor javob gaytarish imkonini yaratmoqda.
Aynigsa, sanoat, energetika, sog‘liqni saqlash, transport va
axborot xavfsizligi sohalarida monitoring tizimlarining roli
keskin oshmoqda. Bunday tizimlar orqali to‘plangan katta
hajmdagi ma’lumotlar asosida oldindan bashorat gilish, ya'ni
potentsial muammolarni aniglash va ularning oldini olish
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Kalit so‘zlar: optimallashtirish, vaqt gatori, statsionarlikka tekshirish, avtokorrelyatsiya, dispersiya, adekvatlik.
chiziqli regressiya, qaror daraxti, tasodifiy o‘rmon, gradiyentni kuchaytirish, neyron tarmoqlar
imkoniyati yuzaga keladi. Monitoring tizimlarining
L. samaradorligini  oshirishda bashoratlash  (prognozlash)
1. KIrISh modellari muhim o‘rin tutadi. Ular tizim holatini oldindan

tahlil gilish, favqulodda holatlarni aniglash va resurslardan
optimal foydalanish imkonini beradi. Aynigsa, real vaqt
rejimida ishlovchi monitoring tizimlari uchun tezkorlik va
aniqlik darajasi hal qiluvchi ahamiyatga ega bo‘ladi. Shu
sababli, samarali bashoratlash modellari asosida real vaqtli
tizimlarni yaratish va ularning ishlash mexanizmlarini chuqur
tahlil qilish hozirgi davrda dolzarb masalalardan biri
hisoblanadi [1].
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Mazkur magqolada real rejimida  monitoring
tizimlarining ~ samaradorligini  oshirishga  qaratilgan
bashoratlash modellari o‘rganiladi, ularning turlari, afzallik va
kamchiliklari tahlil gilinadi, shuningdek, amaliy sohalarda
qo‘llanishi bo‘yicha takliflar ishlab chigilgan.

vagqt

2. Tadqigot metodologiyasi

Algoritmik ~ kompozitsiyalarni  odatdagi  evristik
algoritmlardan ajratib turuvchi asosiy xossalari quyidagilarni
o‘z ichiga oladi: kompozitsiya bir xil asl masalani mustaqil
yechishga qodir  asosiy algoritmlarni  birlashtiradi;
kompozitsiya asosiy algoritmlarning ichki tuzilishini
bilmaydi. Buning uchun bu fagat ikkita funksiyaga ega bo‘lgan
"gora qutilar": berilgan tanlanmani o‘rganish va berilgan
obyekt uchun javobni hisoblash. Bu xususiyat texnologik
nuqtai nazardan juda qulay: asosiy algoritmlarni sozlash uchun
standart o‘rganish usullarining boy arsenalidan foydalanish
mumkin; kompozitsiya, alohida asosiy algoritmlar uchun
erishib bo‘lmaydigan yuqori sifatli o‘qitish imkonini beradi.

Algoritmik kompozitsiyalarni qurishning ikkita asosiy
prinsipi mavjud. Bular:

v' Ixtisoslik.  Obyektlar ~maydoni  mintagalarga
bo‘linadi, ularning har birida fagat shu mintagadagi
obyektlarga ixtisoslashgan oz algoritmi qurilgan. Asl vazifa
"bo‘lib tashlang va boshqgaring” tamoyiliga ko‘ra oddiyroq
kichik vazifalarga bo‘linadi. Bunday usullarga Kkattalar
qo‘mitalari, qarorlar daraxtlari va ekspertlar aralashmasi
kiradi.

v' O¢‘rtacha. Bunday holda, korreksiya operatsiyasi
obyekt fazoning qaysi hududida joylashganligi hagida
ma’lumot olmaydi va fagat asosiy algoritmlar tomonidan
berilgan javoblar bilan ishlaydi. Agar asosiy algoritmlar
yetarlicha farq gilsa, o‘rtacha hisoblash natijasida ularning
xatoliklari bir-birini bekor giladi. Bundan tashqari, o‘rtacha
prinsipni umumlashtirilgan ma’noda tushunish kerak, bu
o‘rtacha arifmetik emas va hatto chizigli operatsiya bo‘lishi
ham shart emas. Ko‘pchilik qo‘mitalar, busting (boosting - bu
kompozitsion mashinani o‘rganish meta-algoritmi bo‘lib, u
asosan nazorat ostidagi ta’limda noaniglik (baholash xatosi) va
tafovutni kamaytirish uchun ishlatiladi), begging (begging- bu
statistik tasniflash va regressiyada ishlatiladigan mashinani
o‘qitish algoritmlarining bargarorligi va anigligini yaxshilash
uchun mo‘ljallangan kompozitsion mashinani o‘qitish meta-
algoritmi) va monoton Kkorreksiyalar o‘rtacha hisoblash
g‘oyasiga asoslanadi.

Algoritmik  kompozitsiyalarni  yaratishning  asosiy
strategiyalari quyidagilarni o‘z ichiga oladi: 1) Ketma-ket
optimallashtirish.  Asosiy algoritmlar  navbatma-navbat
quriladi va har bir keyingisi avvalgilarining kamchiliklarini
goplashga harakat giladi. Bu xasis strategiya. Bu eng yaxshi
kompozitsiyani qurishni kafolatlamaydi, lekin amalda u eng
qulay bo‘lib chigadi. Bunday usullarga qo‘mitalar,
kuchaytirish, monoton korreksiya kiradi. 2) Global
optimallashtirish. Asosiy algoritmlar EM (expectation-
maximization) algoritmi deb ataladigan iterativ jarayon
yordamida birma-bir gayta quriladi. Aslida, bu bir xil ketma-
ket optimallashtirish, lekin takroriy takrorlanadi. Barcha
asosiy algoritmlarni "hagiqgiy" global optimallashtirish giyin
ko‘p ekstremal vazifa bo‘lib, ularning ichki tuzilishini bilishni
talab qiladi, bu esa standart o‘rganish usullaridan
foydalanishni giyinlashtiradi. 3) Mustaqgil optimallashtirish.
Asosiy algoritmlar bir-biridan mustaqil ravishda tuzilgan. Ular
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juda o‘xshash bo‘lib qolmasligi uchun sozlash o‘quv
namunasining turli gismlari uchun, xususiyat tavsifining turli
gismlari uchun yoki turli xil dastlabki yaginlashishlar uchun
amalga oshiriladi. Begging bu yondashuvning tipik vakili
hisoblanadi [2, 3].

Juravlyov va uning shogirdlarining ilmiy ishlarida
tasvirlangan  algebraik  yondashuv  optimallashtirishga
murojaat gilmasdan, sof algebraik usullardan foydalangan
holda to‘g‘ri algoritmik kompozitsiyalarni qurish imkonini
beradi. Ushbu yondashuv (1) ko‘rinishdagi algoritmlar
modellarining to‘ligligi masalalarini o‘rganishda juda samarali
hisoblanadi. Birog, u algoritmlarni amaliy qurish uchun juda
mos emas, chunki u kompozitsiyaning murakkabligini
boshqgarishga imkon bermaydi va ortiqcha moslashishga moyil
bo‘adi. Algebraik yondashuv doirasida ishlab chigilgan
ko‘proq amaliy sxemalar yuqorida aytib o‘tilgan
optimallashtirish strategiyalaridan foydalanadi.

3. Tadqgigot natijalari

Vaqt gatoriga asoslangan prognozni tuzish usulini tanlash,
qo‘yilgan vazifaga bog‘liq va qoida tarigasida, ganday
prognozni olish kerakligi bilan belgilanadi, bular uzoq
muddatli yoki gisga muddatli bo‘lishi mumkin. Uzoq muddatli
prognozni qurish ancha murakkab vazifa bo‘lib, u har doim
ham yechimga ega emas (va nafagat texnik sabablarga ko‘ra,
ba’zi hollarda "prognoz gorizonti*" deb ataladigan gator, ya’ni,
prinsipial jihatdan mumkin bo‘lgan maksimal vaqt xatti-
harakatni prognoz giladi) va odatda tizim hagida qo‘shimcha
ma’lumotni jalb gilishni talab giladi. Statistik usul esa hodisani
sof deterministik nuqtai nazardan tushuntirishga imkon
bermaydigan stokastik omillar mavjud bo‘lgan hodisalarni
tavsiflovchi usullarning muhim sinfidir. Bunday modellarning
tipik misollari igtisodiyot va moliya sektoridagi vaqt gatorlari
bo‘lib, ular trend-siklik va tasodifiy komponentga ega [4, 5].

Yana bir tahlilni ko‘rib chigadigan bo‘lsak, regressiya
tahlili bog‘liglikni tekshiradi va bog‘liq o‘zgaruvchi va bir
yoki bir nechta mustagil o‘zgaruvchilar o‘rtasidagi migdoriy
munosabatni aniglaydi. Ko‘p chizigli regressiya izlanayotgan
natija yoki o‘zgaruvchi kirish va mustaqgil o‘zgaruvchilar va
xatoliklarga garab chizigli funksiya ekanligini taxmin giladi.

Yi=ag+ta, +xtay*xp+-+ag*xg+e (1)

bu yerda, Y; — bog‘liq o‘zgaruvchi, ay + ay,..,a, —
chizigli koeffitsiyentlar, mustaqil
o‘zgaruvchilar, g; — xatoliklar.

Regressiya tahlilini o‘tkazish uchun tasodifiy kuzatish
xatoliklari normal tagsimot gonuniga ega bo‘lishi kerak.

& ~N(0,0, M(g) =0, D(g) =0 = const  (2)

kuzatish  xatoliklari orasidagi o‘zaro Kkorrelyatsiya
(avtokorrelyatsiyaning yo‘qligi) ham zarur, ya’ni ketma-ket
giymatlar ¢; bir-biriga bog‘liq emas.

o’ da i=j
mes-f 0o

Modelning chizigli koeffitsiyentlarini topish uchun eng
kichik kvadratlar usuli (EKKU) qo‘llaniladi. Birgalikda
tagsimlanish gonuni noma’lum bo‘lgan x;o, X;q, ..., Xj MOS
giymatlari uchun Y; tasodifiy o‘zgaruvchining n ta mustaqil
kuzatuvi o‘tkazilsin. Hamda empirik regressiya funksiyasini
baholash kerak.

Yi=ap+agxxp 4+ +ap*xp 4
Eng kichik kvadratlar usuliga ko‘ra, parametrlar model

Xi1) Xi2y s Xijgg —

tomonidan hisoblangan giymatlardan kuzatilgan
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giymatlarning  kvadratik ~ og‘ishlarining  yig‘indisini
minimallashtiradigan tarzda tanlanadi.

F= 2;‘1:1(},1' - }71)2 = 7:1(Yi —dy
@ * xg)*—min  (5)

bu yerda, Y; - chigish o‘zgaruvchisining kuzatilgan
giymatlari; ¥; - model tomonidan hisoblangan chigish
o‘zgaruvchisining giymatlari.

Matritsa belgilarini kiritamiz.

y=01 Y2 V)' — kKuzatuvlar vektori,

a = (ag, ay,..,y,)T — parametrlar vektori,

— g Xy — e —

1 x1 X210 Xpa

1 x X22 o X2 .
A= 12 . — of‘lchov  regressiya

1 Xin X2n Xkn

matritsasi (nk + 1).

F uchun yangi quyidagiga ega bo‘lamiz:

F = |ly — Aal|?> - min
Kerakli minimal shartlardan
oF
da

Normal tenglamalar sistemasi (AT * A) xa=AT xy
ko‘rinishga ega. AT A yagona bo‘lmagan matritsa bo‘lishi
sharti bilan, tizimning yechimini quyidagicha yozish mumkin:

a=ATxA)T=A4ATxy.

Hisoblangan regressiya modelining adekvatligini baholash
uchun aniglash koeffitsiyenti hisoblanadi [6, 7].

s (o =1 ©
Zﬁ:i(yn - Y)Z

bu yerda, Y,, — prognoz giymatlari, Y, - Y uchun o‘rtacha
giymat, Y = % * Yk _.Y,). Determinatsiya koeffitsiyenti
to‘g‘ri prognoz gilingan giymatlar nisbatini ko‘rsatadi. Agar
R?=0,75 bo‘lsa, bu modelning 75% ga ishlashini va 25%
xatoliklar yoki modelda hisobga olinmagan omillar tufayli
ekanligini anglatadi.

Keyinchalik, R = vRZ giymati hisoblanadi, bu kuzatishlar
natijalari va ¥, ning hisoblangan giymatlari o‘rtasidagi ko‘p
korrelyatsiya koeffitsiyentini baholashdir.

Regressiya  tenglamasining I-chi parametrining
ahamiyatini tekshirish uchun t-mezoni qo‘llaniladi:
a
t, = 3
LS

(k—m—1) erkinlik darajasi (bu yerdam — x;
parametrlar soni) bilan Styudent tagsimot qonuniga
bo‘ysunish. Bu ifodaning maxraji a,, regressiya tenglamasi
koeffitsiyentining standart og‘ishidir:

Slam) = [(XT * X)]_.,}l * Sem:

Bu yerda S,cm — qoldiqlar uchun standart og‘ish:

Sgcmzk m—1 Z(Y

Agar t-mezonning hlsoblangan qumatl ma’lum darajadagi
muhimlik darajasida uning jadval giymatidan oshib ketganda,
regressiya koeffitsiyenti muhim hisoblanadi.

Barcha koeffitsiyentlar nolga teng degan gipotezani
tekshirish uchun F-mezoni hisoblanadi:

=1 * Zhe1 Yy = Yo)?
F= ; : 7
_ Socm
bu yerda, Y, Y uchun o‘rtacha giymat, F esa (k — 1) va
(k—m—1) erkinlik darajasi bilan Fisher tagsimotiga
bo‘ysunadi. Agar F-mezonining hisoblangan giymati berilgan
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ahamiyatlilik darajasida uning jadval giymatidan katta bo‘Isa,
regressiya tenglamasi muhim hisoblanadi.

Darbin-Uotson testi modeldagi goldiglarning
avtokorrelyatsiyasi mavjudligini aniglash imkonini beradi:

k_ d —d._ 2
DU = n—l( kn_ dzn 1) . (9)
=1"n
bu yerda, d,, = Y,, — ¥,, - ¥,, ga ma’lum bo‘lgan k nuqta
oralig‘ida prognoz qgilingan va hagigiy giymatlar (goldiq)
o‘rtasidagi farq. Agar DU giymati 2 ga yagin bo‘lsa, unda
qgoldiglarning avtokorrelyatsiyasi mavjud emas.
Korrelyatsiyasiz goldiglar gipotezasi gabul gilinadigan 2 dan
maksimal og‘ish N ga bog‘liq bo‘lgan jadvalli giymatdir [8].
Prognozlash algoritmlarning qiyosiy tahlili  modeli
quyidagicha:
Chizigli regressiya (Linear Regression):
v Afzalliklari. Sodda va tez ishlaydi, tafsilotli tahlil
uchun yaxshi.
v Kamchiliklari. Chizigli boglanishga nisbatan ishlaydi,
murakkab ma’lumotlarda kam ishlaydi.
v' Ishlash tarzi. Ma’lumotlarning chiziqli boglanishini
topish.
Qaror daraxti (Decision Tree):
Afzalliklari. Ma’lumotlarning chizikli va chizikli
bulmagan boglanishini ifodalay oladi, tafsilotli tahlil
uchun yaxshi.
v Kamchiliklari. Overfitting (overfitting) muammosi
bor.
v' Ishlash tarzi. Ma’lumotlarni shartlarga ko‘ra ajratish.
Tasodifiy o ‘rmon (Random Forest):
v Afzalliklari.  Overfittingni  kamaytiradi, yaxshi
aniglikka ega.
v Kamchiliklari. Ishlash tezligi past.
v’ Ishlash tarzi. Ko‘p derevo resheniylarni birlashtirish.
Gradiyentni kuchaytirish (Gradient Boosting):
v Afzalliklari. Aniglik, murakkab ma’lumotlarda yaxshi
ishlaydi.
v Kamchiliklari. Ishlash tezligi past, parametrlarni to‘gri
tanlash murakkab.
v' Ishlash tarzi. Ko‘plab modellarni birlashtirish.
Neyron tarmoglar (Neural Networks):
v’ Afzalliklari. Murakkab ma’lumotlarda yaxshi ishlaydi,
katta miqdorda ma’lumotlar uchun yaxshi.
v Kamchiliklari. Ishlash tezligi past, parametrlarni
tungri tanlash murakkab.
v’ Ishlash tarzi. Ma’lumotlarni katta mikdorda ishlash va
o‘rganish.
Quyidagi jadvalda tanlangan algirtimlarning natijaviy
giyosiy tahlil jadvali keltirib o‘tilgan.

1-jadval
Prognozlash algoritmlarning giyosiy tahlili
Ishlash Overfitting | Parametrla
Algoritm tezligi Aniglik ga rni to ‘g ri
9 chidamlilik | tanlash
Ch'Z'q“ Tez Past Chidamli Oson
regressiya
Qaror_ Tez Yord_amc Chidamli Oson
daraxti hi emas
Ta‘SOd'f'y Yord_amc Yugori Chidamli Yordamchi
o‘rmon hi
Gradiyent
ni . . . .
kuchaytiri Sekin Yugori Chidamli Murakkab
sh
Neyron . . . .
tarmoglar Sekin Yugori Chidamli Murakkab
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4. Xulosa

Ushbu tadgigotda bashoratlash modellari asosida real vaqt
rejimida ishlovchi monitoring tizimlarining samaradorligini
oshirish imkoniyatlari o‘rganildi. Tahlil natijalari shuni
ko‘rsatadiki, zamonaviy mashina o‘rganish va sun’iy
intellektga ~ asoslangan  bashoratlash  algoritmlaridan
foydalanish monitoring tizimlarining anigligi, ishonchliligi
hamda tezkorligi jihatidan sezilarli yutuglarga olib keladi.
Tadgiqot davomida bir nechta bashoratlash modellari,
jumladan, chizigli regressiya, qaror daraxti, tasodifiy o‘rmon,
gradiyentni kuchaytirish, neyron tarmoglar hamda o‘z-o‘zini
o‘rgatuvchi modellar qiyosiy tahlil qilinib, real vaqt
monitoringda ularning afzallik va kamchiliklari aniglab
berildi. Xususan, chizigli regressiya va gradiyentni
kuchaytirish kabi chuqur o‘rganish modellarining vaqt ketma-
ketlikdagi murakkab bog‘ligliklarni samarali tahlil qilishi
monitoring jarayonida aniq va bargaror bashoratlarni
ta’minlashi mumkinligi ko‘rsatildi. Shuningdek, monitoring
tizimlariga model integratsiyasi, ma’lumotlarni oldindan
tozalash, uzluksiz  o‘qitish  (online learning) va
avtomatlashtirilgan tahlil kabi texnologiyalarni joriy etish
orgali tizim samaradorligini sezilarli darajada oshirish
mumkinligi aniglandi. Tadgiqot natijalariga asoslanib, real
vaqt rejimidagi monitoring tizimlarini takomillashtirish uchun
bashoratlash modellari tanlovi va ularni optimal sozlash
muhim ahamiyat kasb etishi aniglandi.

Umuman olganda, bashoratlash modellari monitoring
tizimlarining keyingi rivoji uchun mustahkam ilmiy-texnik
asos yaratadi hamda sanoat, tibbiyot, moliya va boshga
sohalarda xavfsizlik va samaradorlikni oshirishga xizmat
giladi.
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