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Abstract: The popularity of web services has increased the demand for quality indicators of remote service systems. 

One of the indicators of the quality of such a service system is the response time of the system users. This 

time depends on several indicators, and if it exceeds a certain value, it causes inconvenience to the users 

of the system. Works based on previously conducted experimental investigations have a limited use. 

Unlike experimental studies, this research proposes using public service theory models to estimate the 

response time of user requests. Studies were done to identify system quality indicators using the 

suggested mathematical model. Based on the model, the waiting time for request responses, the 

dependence of the waiting time on the number of users, and the dependence of the waiting time on the 

service system's internal technical indicators were investigated. The studies done showed that the 

proposed model is completely consistent with the results obtained by the present experimental approach 

and may be widely employed in research. 
Keywords: public service system, mathematical model, response time, request flow, random process, probability 

model, duration of service, quality indicators. 

 

 
1. Introduction 

After the COVID-19 epidemic, significant changes 

occurred around the world. At the same time, new ways of 

organising work have emerged in a variety of disciplines. 

For example, in the sphere of service supply, there have been 

significant developments in terms of distant service 

organisation. 

This showed the need to re-analyze and improve the 

working principles of existing systems in the field. Because 

during the pandemic, all types of services were organized 

remotely, which caused a sharp increase in system users and 

the loads created by them. This led to the fact that this load 

was not provided with the required quality of service. This 

situation can happen in all service areas. Therefore, the study 

of the reasons for the increase in downloads and the correct 

Organization of methods of servicing them remains one of 

the important problems of the present day. Reasons for the 

origin of the problem [1], [2], [3], [23] considered in studies, 

they can be mainly told that one of the main reasons for the 

origin of problems is technical problems, which are 

considered directly related to an increase in the number of 

users. Because each service device has a capacity limit, 

consumers who surpass it will experience these problems. 

As a result, it is critical to examine the system operating 

methods and the potential for serviceability of the devices 

indicated in the research [3], [5], [10], and [11]. To do this, 

it is required to conduct research on service delivery methods 

based on mathematical models and create models 

appropriate for the service sector. According to research 

undertaken in the servicing of user requests, there are various 

reasons why difficulties emerge. These include limited 

service device capabilities, a lack of optimisation in user-

generated software, and internet connection concerns. These 

issues were addressed in works [1], [16], [18], [23], [24] and 

determined through experimental research. These 
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experiments were conducted in many stages and included the 

following. 

According to [1,] during the first phase of the analysis, 

there were issues with serving requests with the technical 

aspects of the service device (HDD, RAM), and their ability 

to serve multiple requests at once was limited, resulting in 

many incoming requests not being handled. The research 

used a system server with Intel® Core™i5-2310 CPU 

@2.90GHz x 4 processor, 8GB Hard disk, 1GB RAM 

specifications, and Apache JMeter 2.9 software, which is 

one of the programs for generating concurrent queries. A 

stream of timed requests was sent and analyzed. In this case, 

the number of requests was increased and when 51 requests 

were sent simultaneously, the system was overloaded and 

lost the ability to service requests. 

In this case, the author made several changes to the 

device's technical parameters (SSD, RAM) to technically 

reduce the service time, and the service device is Intel® 

CoreTMi5-2310 CPU @2.90GHz x 4 processors, 8GB of 

solid state disc, 1GB of RAM, and as a result, the service 

time has been reduced by 98% compared to the previous one.  

In the second stage, web server research was conducted, 

with the process-based web server (Apache) being replaced 

by an event-based web server (Nginx). In this scenario, the 

web servers were installed on a server with an Intel® 

CoreTMi5-2310 CPU @2.90GHz x 4 processor, 128 GB 

SSD, and 4GB RAM. When compared to the prior study, the 

service time was reduced by 34% as a result of this 

investigation. 

The service time was implemented in the following steps 

of analysis using system software. It also made use of 

technologies such as caching, Gzip compression, and script 

optimization. As a result of the optimization technologies, 

the service time was decreased by 80%, 75%, and 24% 

compared to the baseline state. 

Management of caches with the help of caching 

technology is intended to reduce the number of requests to 
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the server. As a result, the number of requests to the server 

decreased, and this, in turn, caused a decrease in service 

time. 

Gzip compression technology reduces service time by 

employing compression technology to send result files 

generated in response to user requests. The technology's goal 

is to lower the size of various forms of data while also 

reducing the time it takes to transfer them to the user across 

the network. Because all data is sent over the network as 

packets, a tiny amount of data results in a small number of 

packets [4], [6]. This will cut down on the time spent on the 

request.  

The technology of script optimization refers to the 

software of the service system, and it is meant to alter its 

sections of the software code from the general code to the 

necessary code. Because the result of the query served in the 

database is generated as a result of the software codes, the 

non-optimality of the codes results in a huge volume of the 

formed answer [5], [6]. This, in turn, increased the time it 

took to send them via the network, thus the author observed 

in the study report that optimizing scripts also influences 

service time, and making the scripts look the way they 

should achieve a reduction in service time in his 

experimental investigations. 

Also, researches of this type were carried out in [12], 

[13], [14], [19], [20], [23], [24], and in them, researches were 

carried out using experimental methods. 

It can also be concluded from the above that the 

researches related to the service of user requests were carried 

out only in an experimental - research method.  

However, it is now necessary to pre-calculate or evaluate 

the way the systems perform, as well as the serviceability of 

the service device. This necessitates the investigation of 

service approaches based on mathematical models and the 

development of models appropriate for the service sector. 

2. Materials and methods  

In this research work, mathematical models were 

developed for researching the request service system, and 

based on it, service effectiveness was studied. 

As previously stated, in this instance, it can be regarded 

as a typical flow of requests because user requests enter the 

system at various times. We believe that the length of their 

service is governed by a negative exponential law. In this 

process, requests entering the system are served by V service 

devices. The system serves requests in a waiting manner, and 

the number of waiting places is limited to r. Because, 

according to the service models in [15], serving with an 

unlimited number of waiting points, the number of requests 

in the queue part of the system occupies a large volume, the 

server cannot serve them all, and the system [1], will face the 

situation of not being able to serve requests like. Therefore, 

when organizing systems, waiting areas are limited. This, in 

turn, means the loss of incoming requests to the system when 

the service device and all queues are busy. In this process, 

the system serves requests in waiting areas in a FIFO 

manner. Thus, such a service arrangement corresponds to the 
rVMM /// model of user request service based on 

[Kendal's] specification. The quality indicators of this 

system are determined as follows. According to it, the 

probability that all service devices and waiting areas in the 

system will be occupied corresponds to the case 

rVl += and is defined by the following expression (1). 
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Here, tY =   load generated by queries,  = N  

the rate of user-generated requests, N  number of system 

users,   the rate of requests generated by a single user, 

xttt += 1  total time spent serving a single request, 1t  time 

spent on user identification, tx service time for one request 

(according to [3], it is determined based on the technical 

parameters of the server).  

As can be seen from expression (1), if =r , this 

expression becomes Erlangʻs second or C formula. If so, 

then it becomes Erlangʻs first formula. So, when the number 

of waiting places changes from   to 0, the expression (1) 

changes in the range of probability of losses according to 
/// VMM  and rVMM ///  models. Therefore, this 

expression is a general calculation expression for two 

models =r  and 0=r . 

(1) the expression can be expressed as the load acting on 

one device η =
Y

V
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In this case, the loss of requests in the system occurs 

when the number of pending requests exceeds r . 

Therefore, the following expression (3) can be reduced to (4) 

by the load falling on a single service device. 
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In this case, based on the above formulas, the probability 

of waiting for requests in the system is determined by the 

following expression (5).  
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Also, the average waiting time for requests to be served 

is determined by the following expression (5): 

YV

P
W W

−
= 0

.                                   (5) 

So, based on the mathematical model described above, it 

is possible to calculate the quality indicators of the request 

service system and select the technical indicators of the 

system based on the analysis of the results 

3. Results and discussion 

Using the above expressions, we will now research to 

determine the system's quality indicators. 
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Figure 1. Graph of the dependence of the average 

waiting time on the number of users 

 

Figure 1 depicts the graph of the average waiting time 

versus the number of users. The graph shows that as the 

number of customers increases, so does the average waiting 

time. When the number of users approaches N, the waiting 

time skyrockets and the system is unable to reply to queries. 

This situation supports the conclusion provided in [1]. As a 

result, the system with the aforementioned indications can 

provide N users with the desired quality indicators on 

average. Increasing the number of users from N results in a 

significant worsening of the system's quality indicators. 

 
Figure 2. The graph of the dependence of the 

probability of losses on the waiting areas 

 

Figure 2 depicts the graph of the chance of loss versus 

the number of waiting areas, which indicates that the 

probability of loss falls rapidly as the number of waiting 

spaces grows. This corresponds to the experiment results 

shown in [1]. Furthermore, the likelihood of losses in this 

circumstance is determined by the incoming load. The speed 

of user requests and the service time for one request 

determines the system load. The service time for one request 

depends on the following:  

- processor power in the service system. It is known that 

the processor is one of the most basic devices of computer 

work and performs all its tasks [1], [3], [9], [17], [21]. It is 

its performance that determines the speed of the system. 

Because all requests are connected to the memory through 

the processor and its results are formed. Therefore, service 

times include the processor's request service time, which is 

a major part of the total service time; 

- time to load HTML documents into the browser. In 

remote systems, data exchange between the client and the 

server is carried out through browsers. And it sends the query 

results to the client device in an HTML file format that the 

browser can understand [5], [6], [22]. This, in turn, requires 

the result of the request to be sent to the user via the Internet. 

In this process, the size of the file and the speed of the 

Internet connection mean that the service times will be 

longer or shorter; 

- to the number of HTTP requests. Each request sent to 

the system server requires a certain amount of time from the 

server to be served [3]. Therefore, the increase in requests to 

the system causes the system to gradually fill up service 

devices and waiting areas [7], [8]. This, in turn, increases the 

volume of the queue of requests as a result of the increase in 

the intensity of requests to the system, and this causes an 

increase in the service time. Sometimes, a sudden increase 

in the number of requests will cause the system to lose its 

ability to serve; 

Figure 3. The graph of the dependence of the number of 

system users on the service time of one request 

 

Figure 3 is a graph of the dependence of the number of 

system users on the service time of a single request, in which 

the service time of a single request is shown in the order of 

increasing percentages. As can be seen from the graph, the 

number of users of the system decreases as the request 

service time increases. If we approach this issue from the 

other side, we can see that it is possible to increase the 

number of users by reducing the time of serving one request. 

But the service time for this one request depends on a 

number of factors, including processor power, technical 

parameters of other server devices, optimization of the 

service software, internet speed, etc.   

Figure 4. Graph of dependence of the probability of 

losses on the falling load 

 

It is well known that an unexpected increase in system 

demands leads the system to behave somewhat differently 

than typical operating operations. Such conditions were 

vividly witnessed during the COVID-19 epidemic. In the 

following section of our investigation, we will look at the 

status of the service system, which is similar to the situation 

that occurred during the pandemic, in which the number of 

downloads or requests into the system has increased 

drastically. This condition is depicted in figure 4, which 

depicts the graph of the probability of losses as a function of 

falling load. The graph shows that as the load grows 

significantly, the likelihood of losses increases significantly 

as well, and the system's quality indicators significantly 

decline. For the reasons that the system's waiting rooms and 

service devices operate at maximum capacity due to a 

sudden spike in demand, as previously stated. Request queue 

times go longer as a result and the system's serviceability 

drops. 
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4. Conclusion 

In summary, the mathematical model of the proposed 

user request service system is based on mass service theory 

and allows for the computation of the following system 

quality indicators: 

The system's efficiency can be determined by 

implementing strategies to reduce the load and duration of 

service requests, calculating the likelihood of waiting for 

requests, calculating the likelihood of lost requests, and 

calculating the number of users based on quality measures. 

Simultaneously, the results produced using the proposed 

model are completely consistent with the results of the 

experimental testing. This allows for the verification of the 

suggested mathematical model's correctness, as well as the 

identification and optimization of the quality indicators of 

the user request service system. 
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