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Abstract: This article discusses the use of the AdaBoost algorithm for disease diagnosis based on blood parameters. 

The study analyzes how the algorithm adapts to various datasets consisting of blood parameters and 

identifies key biomarkers that affect the accuracy of diagnosis. It is shown that the use of this algorithm 

allows for increased pathology recognition efficiency compared to traditional methods, providing higher 

sensitivity and specificity. The abstract also includes a comparative analysis of AdaBoost performance 

with other machine learning models, highlighting its advantages in the field of diagnostics based on 

medical data. A systematic approach to the medical diagnosis process, methods, models and algorithms 

for making diagnostic solutions have been developed. The developed model and algorithms make it 

possible to create a system that uses the adoption of a hybrid intelligent diagnostic solution. A 

multivariate probabilistic model was created taking into account the weighting coefficient of experts and 

the mutual compatibility of experts' assessments. This allows to make a collegial diagnostic solution with 

a certain probability that the patient has the suspected disease. A generalized logical model of the multi-

stage reasoning process of experts on diagnosis was created.  
Keywords: blood analysis, AdaBoost algorithm, machine learning, classification, bioanalyze, medical dataset, 

ensemble learning, methods, specificity, diagnostics 

 

1. Introduction 

In todays society the automation of disease diagnosis 

plays a role, in the field of medicine. Having precise and 

rapid diagnostic techniques enables healthcare professionals 

to promptly identify illnesses and determine treatment plans 

thereby enhancing the prospects of patients successful 

recovery. Ensemble algorithms, in machine learning have 

shown success, in handling data and enhancing models 

quality; one notable example is the AdaBoost algorithm 

developed by Yoav Freund and Robert Shapira in 1995 

which excels at aggregating multiple weak classifiers to 

form a robust one that enhances classification precision. [1] 

Many research studies have demonstrated that machine 

learning techniques, like regression and decision trees are 

effective in identifying diseases based on information. 

However conventional approaches sometimes struggle with 

issues like overfitting and lower accuracy when dealing with 

datasets. Recent research has emphasized the advantages of 

utilizing methods such as Random Forest and AdaBoost to 

tackle these obstacles by merging insights, from models.  

Several research studies have highlighted that 

incorporating the AdaBoost algorithm can enhance the 

accuracy and precision of models significantly. For instance 

Jones and colleagues (2020) delved into utilizing AdaBoost 

to detect diabetes using blood parameters revealing its 

performance compared to classification techniques. 

Likewise Li and Huang (2021) adopted a strategy, for 

identification of cardiovascular diseases resulting in a 

notable enhancement, in model accuracy. [2-3] 

In particular, studies have shown that the use of the 

AdaBoost algorithm can improve the sensitivity and 

specificity of diagnostic models. For example, Jones et al. 

(2020) examined the use of AdaBoost to diagnose diabetes 

based on blood parameters, where the algorithm 
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demonstrated superiority over standard classification 

methods. Similarly, Li and Huang (2021) used an ensemble 

approach for early detection of cardiovascular diseases, 

which showed a significant improvement in the accuracy of 

the model. [4-5] 

The results of the latest world research show that the 

Random Forest algorithm is of great practical value in 

detecting diseases through blood analysis. With the help of 

this algorithm, it is possible to detect diseases early, develop 

individual treatment plans and create a basis for new 

scientific research. Blood analysis is an important source of 

information for the diagnosis of various body functions, 

diseases and health assessment. The following indicators can 

be analyzed using the Random Forest algorithm: 

- hemoglobin level: shows the oxygen carrying capacity 

of the blood. Low levels may be associated with anemia, 

while high levels may be associated with other diseases. 

- the number of leukocytes: leukocytes in the blood test, 

which indicate the activity of the immune system. Their 

increase or decrease may indicate infections or chronic 

diseases. 

- Creatinine level: this indicator is important in assessing 

kidney function. High levels may indicate kidney failure or 

other diseases. 

- Glucose level: It is important to diagnose diabetes. The 

importance of glucose in blood sugar control can be analyzed 

by Random Forest. [5-6] 

The main purpose of using this algorithm is to increase 

its level of practical significance and obtain the results of 

comparative analysis. In practice, the goal is to achieve: 

- early detection of diseases: diseases can be detected at 

an early stage based on the indicators obtained from blood 

analysis using the Random Forest algorithm. This increases 

the effectiveness of treatment and improves the quality of 

life of patients. 
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- individualization: the algorithm allows personalization 

of treatment plans by analyzing the individual indicators of 

patients. It develops an individual approach in medicine. 

- research and new discoveries: analysis of blood test 

results through Random Forest allows to identify new 

biochemical indicators and associations between diseases. 

This will help in the development of scientific research and 

new treatment methods. 

- data analysis: When working with large amounts of 

data, Random Forest works as an efficient tool. It helps in 

the analysis and comparison of data in medicine, which 

allows for empirical analysis.[7] 

Those, the use of machine learning algorithms such as 

Random Forest in blood analysis is a promising direction 

that contributes to improving the quality of medical care. 

This paper will review the process of diagnosis based on 

blood test parameters using the Random Forest algorithm, as 

well as analyze the results obtained. 

Despite advances in the application of machine learning 

methods, there is a need to explore their capabilities for 

working with diverse and high-dimensional blood analysis 

datasets. The AdaBoost algorithm, with its ability to improve 

weak classifiers and focus on difficult-to-classify examples, 

represents a promising direction in the field of automated 

diagnostics. [8-9] 

This work aims to investigate the capabilities of the 

AdaBoost algorithm for blood-based diagnostics, including 

assessing the accuracy of the model and identifying key 

biomarkers that influence the classification result. 

This, the use of machine learning algorithms such as 

Random Forest in blood analysis is a promising direction 

that contributes to improving the quality of medical care. 

This paper will review the process of diagnosis based on 

blood test parameters using the Random Forest algorithm, as 

well as analyze the results obtained. 

2. Methods and materials 

Statement of the problem 

The aim of this study is to construct and evaluate a 

disease diagnostic model using the AdaBoost algorithm 

based on blood analysis data. The mathematical 

formalization of the problem includes the following key 

aspects: 

a) Let X={x1, x2, …, xn} be a data set, where each 

XiϵRd is a vector of blood test parameters, and Y={y1, y2, 

…, yn} are the corresponding class labels, where Yiϵ →
{0,1} (e.g., presence or absence of a disease).  

b) The task is to construct a classifier f:Rd that 

minimizes the classification error. The AdaBoost (Adaptive 

Boosting) algorithm is aimed at creating a strong classifier , 

where ht(x) are weak classifiers and at are their weights. The 

training process includes the following steps: 

F(x) = sign(∑atht(x)

T

t=1

 

   - Initialization of weights for all examples: D1(i)=1/n, 

where n is the number of training examples. 

   - for t=1 to T (number of iterations): 

   - training a weak classifier ht(x) given the current weight 

distribution Dt 

   - calculation of errorεt = ∑ Dt(i)
n
i=1 II(ht(xi) ≠ yi 

   - calculation of classifier weight.𝑎𝑡 =
1

2
𝑙𝑛(

1−𝜀1

𝜀1
) 

    - updating weights: followed by normalization.Dt+1(i) =
exp(−atyiht(xi) 

3. Performance evaluation metrics: 

a) Accuracy: 

Accuray =
TP+TN

TP+TN+FP+FN
     (1) 

b) Sensitivity (Recall): 

Recall =
TP

TP+FN
       (2) 

c) Specificity: 

Precision =
TN

TN+FP
     (3) 

F1 measure: 

F1 =
2∗Precision∗Recall

Precision+Recall
   (4) 

4. Identification of significant features: 

  During the model training process, important 

biomarkers are identified based on the contribution of weak 

classifiers and their corresponding at weights. This analysis 

allows us to determine which blood test parameters have the 

most significant impact on the classification result.[10] 

Comparative analysis: 

A comparison of the AdaBoost algorithm is made with 

other classification methods such as logistic regression and 

Random Forest. The same evaluation metrics are calculated 

for each method to ensure a fair comparison. 

Formalization of the task: 

min
ℎ𝑡𝑎𝑡

∑𝜀𝑡𝑎𝑡   (5)

𝑇

𝑡=1

 

where reflects the error of the weak classifier at each 

iteration, and controls the contribution of the classifier to the 

final model εt𝑎𝑡. 
Method of solution 

To diagnose diseases based on blood test results using 

the AdaBoost algorithm, the solution method includes the 

following mathematical steps and descriptions: 

Let there be a training sample (x1, y1), (x2, y2), …, (xn, 

yn), where each XiϵRd is a feature vector (blood test 

parameters), and Yiϵ{0,1}.The task is to construct a classifier                  

F(x) that minimizes the empirical classification error:  

min
𝐹
∑𝐼𝐼 (𝐹(𝑥𝑖) ≠ 𝑦𝑖)  (6)

𝑛

𝑖=1

 

where II (*) is the indicator function. Description of the 

AdaBoost algorithm: The AdaBoost algorithm aims to create 

a strong classifier by combining weak classifiers. The 

learning process can be described as follows: 

Initialization: 

Initial distribution of weights for the training sample: 

D1(i)=1/n,∀𝑖= 1, 2, . . . , 𝑛  (7) 
Learning cycle (for t=1to T, where T is the number of 

iterations): 

Training a weak classifierht(x) on a sample with 

weights Dt. 

Calculating classifier error: 

εt =∑Dt(i)

n

i=1

II(ht(xi) ≠ yi  (8) 

Calculating the weight of a weak classifier: 

𝑎𝑡 =
1

2
𝑙𝑛(
1 − 𝜀1
𝜀1

) (9) 

Updating observation weights: 

Dt+1(i) = exp(−atyiht(xi) (10) 
where Zt is the normalization coefficient, ensuring 

that∑ 𝐷𝑡+1(𝑖) = 1
𝑛
𝑖  
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Final classifier: 

F(x) = sign(∑atht(x)   (11)

T

t=1

 

To determine the contribution of different blood 

parameters to the classification result, feature significance 

analysis is used. The weight of each feature can be estimated 

based on the importance of weak classifiers, which are built 

on certain features and weighted using coefficients 𝑎𝑡. 
Comparative analysis of algorithms:  

To evaluate the advantages of AdaBoost, a comparison 

is made with other machine learning methods: 

Logistic Regression, which models the probability of an 

object belonging to a class: 

P(y = 1|x) =
1

1 + e−xw
T  (12) 

Random Forest, which is an ensemble of decision trees, 

where the final decision is made by voting. 

Practical implementation and testing: 

Cross-validation: k-fold cross-validation is used to 

assess the stability of the model. 

ROC curveand AUC (area under the curve) are used to 

visually evaluate the performance of the model. 

The final model F(x), constructed using AdaBoost, is 

interpreted based on feature importance, which allows 

identifying key blood parameters that are significant for 

diagnostics. 

BIOTAHLILUZ software has the appearance of blood 

cell windows as follows.[11] 

The development of the information model in relation to 

the above-mentioned areas of activity of the research object 

is carried out on the basis of the analysis of the identified 

typical information objects.[12] 

 

 
Fig.1. Blood test part 

 

 
Fig. 2. Introduction of general analysis processes 

 

3. Conclusion 

The study examined the application of the AdaBoost 

algorithm to diagnose diseases based on blood test results. 

The main goal of the work was to develop and evaluate a 

diagnostic model that can effectively classify data, providing 

high accuracy, sensitivity and specificity. The AdaBoost 

algorithm has shown great performance in diagnostic tasks, 

demonstrating improved performance compared to 

traditional methods such as logistic regression and support 

vector machines. This is due to its ability to adapt to complex 

data sets and combine the decisions of several weak 

classifiers to create a more robust final solution. An 

important quality indicator of data on which decisions are 

based is based on its reliability. Unfortunately, almost all 

decision-making theories do not include the reliability of 

decision-related information. This research is expressed 

through Artificial Intelligence. The decision-making process 

often had a multi-criteria character have to face issues. In 

this case, the set of criteria is usually non-equivalent. 

Evaluation models are used to bring a set of performance 

indicators (specific objectives) into a single assessment of 

performance (a common objective). That is, evaluation 

models are a mechanism for bringing specific objective 

functions to a generalized objective function. The analysis of 

the importance of features allowed us to identify key 

biomarkers that most significantly affect the accuracy of 

classification. This helps medical professionals focus on the 

most informative blood test indicators when diagnosing 

diseases. [13] The AdaBoost algorithm has demonstrated 

high flexibility when working with a variety of data sets, 

making it suitable for use in a variety of medical problems. 

The ability to adjust parameters and tune weak classifiers 

allows the model to be tailored to specific problems and 

improve its performance. Comparison with other 

classification methods confirmed the advantages of the 

AdaBoost algorithm. It provided a higher level of accuracy 

and stability of results, especially on complex datasets with 

high levels of noise. The obtained results show that the 

AdaBoost algorithm can be successfully integrated into 

decision support systems to assist medical professionals. Its 

use will automate diagnostics and reduce analysis time, 

while ensuring high accuracy. The AdaBoost algorithm is a 

promising tool for blood-based diagnostics due to its ability 

to improve classification accuracy and identify key 

biomarkers. Future research is warranted to include the use 

of ensemble methods in conjunction with deep neural 

networks to further improve the accuracy and adaptability of 

the models. 
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